Consistency of the current global ocean observing systems from an Argo perspective
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Abstract. Variations in the world’s ocean heat storage and its associated volume changes are a key factor to gauge global warming and to assess the earth’s energy and sea level budget. Estimating global ocean heat content (GOHC) and global steric sea level (GSSL) with temperature/salinity data from the Argo network reveals a positive change of $0.5 \pm 0.1 \, \text{W/m}^2$ (applied to the surface area of the ocean) and $0.5 \pm 0.1 \, \text{mm/year}$ during the years 2005 to 2012, averaged between 60°S and 60°N and the 10–1500 m depth layer. In this study, we present an intercomparison of three global ocean observing systems: the Argo network, satellite gravimetry from GRACE and satellite altimetry. Their consistency is investigated from an Argo perspective at global and regional scales during the period 2005–2010. Although we can close the recent global ocean sea level budget within uncertainties, sampling inconsistencies need to be corrected for an accurate global budget due to systematic biases in GOHC and GSSL in the Tropical Ocean. Our findings show that the area around the Tropical Asian Archipelago (TAA) is important to closing the global sea level budget on interannual to decadal timescales, pointing out that the steric estimate from Argo is biased low, as the current mapping methods are insufficient to recover the steric signal in the TAA region. Both the large regional variability and the uncertainties in the current observing system prevent us from extracting indirect information regarding deep-ocean changes. This emphasizes the importance of continuing sustained effort in measuring the deep ocean from ship platforms and by beginning a much needed automated deep-Argo network.

1 Introduction

Changes to the earth’s climate system, either of natural or anthropogenic origin, can cause an imbalance of the earth’s energy budget (Bindoff et al., 2007). Over the last decades, increased human activities have significantly impacted our climate, forcing a net flux positive imbalance of $\sim 0.5 \, \text{W/m}^2$ at the top of the atmosphere, which is responsible for global warming (Hansen et al., 2011; Loeb et al., 2012). It is estimated that more than 90% of the excess energy is absorbed in the ocean, while the rest goes into melting sea and land ice and heating the land surface and atmosphere (Hansen et al., 2011; Church et al., 2011; Cazenave and Llovel, 2010). To close both the energy and sea level budgets, one needs accurate estimations of all terms. Observations during the
era of the international Argo program (Roemmich and the A. S. Team, 2009) have a high potential to deliver accurate data to be used for such analyses (Hansen et al., 2011; von Schuckmann et al., 2009), in particular for the estimation of global ocean heat content (GOHC) and global steric sea level (GSSL), referred to here as global ocean indicators (GOIs, von Schuckmann and Le Traon, 2011).

Nevertheless, uncertainties of the Argo ocean observing system, sampling issues, and systematic biases still cause significant spread among the more recent estimates of GOHC and GSSL (Abraham et al., 2013; von Schuckmann and Le Traon, 2011). In particular, the detection of systematic biases represents a significant challenge for the Argo community, as they are associated with a coherent signature over large areas and are difficult to identify with current regional quality control procedures. Moreover, this type of error has a potentially large impact on Argo GOI estimations (Willis et al., 2009; Barker et al., 2011). The comparison of Argo GOIs to other global ocean observing systems such as total sea level from altimetry, and ocean mass observations from satellite gravimetry via the global sea level budget (e.g., Willis et al., 2008; Leuliette and Willis, 2011) is not only a potential quality control method to identify systematic biases in the Argo observing system, but also to test the effect of Argo sampling issues on GOI estimations.

The method consisting in comparing Argo GOIs to other global ocean observing systems relies on two assumptions. First, it assumes that systematic errors (e.g., regional biases or drifts) in either satellite altimetry or gravimetry are negligibly small. Second, steric changes in the deep ocean below 1500 m depth are excluded. Previous studies have shown that the latter assumption is not strictly valid, as the importance of deep-ocean temperature changes for estimating decadal changes in earth’s radiation balance has been noted (e.g., Palmer et al., 2011). In the last decade, about 30 % of the ocean warming has occurred below 700 m, contributing significantly to an acceleration of the warming trend (Balmaseda et al., 2013; Trenberth, 2010). Purkey and Johnson (2010) used repeat deep hydrographic sections to measure abyssal warming and estimate 0.15 ± 0.10 mm year$^{-1}$ sea level rise, and 0.10 ± 0.06 W m$^{-2}$ of warming (applied to the surface area of the earth) below the 2000 m sampling limit of Argo since the mid-1990s. Moreover, recent studies have shown that heat is sequestered into the deep ocean during decades of large ocean–atmosphere variability, like El Niño–Southern Oscillation (ENSO) variability. This clearly highlights the important role of interannual variability in sequestering heat from the surface layer into the deep ocean (Roemmich and Gilson, 2011; Meehl et al., 2011; Balmaseda et al., 2013). Hence, steric changes in the deep ocean below 1500 m depth are important to understand changes of the global sea level budget.

In this study we use the globally distributed Argo measurements to update decadal rates of GOHC and GSSL for the period 2005–2012. The Argo SSL time series for the global and for different ocean sectors are then used to assess their consistency with ocean mass from gravimetry and total sea level from altimetry via the global sea level budget. This is done to investigate whether systematic biases can be detected in the current Argo network, to better understand the impact of Argo sampling for GOI estimations, and to quantify if deep-ocean changes below Argo maximum depth can be inferred via the residual global sea level budget.

This study improves our understanding of how to monitor climate-related changes and contributes to the understanding of the energy and sea level budget contributions from an Argo perspective. In Sect. 2, the data sets, methods and uncertainty estimations are described. Results for GOHC and GSSL are presented in Sect. 3, together with the sensitivity check of Argo GOIs to systematic biases and Argo sampling via the global sea level budget, as well as for regional ocean areas. Our findings are discussed in Sect. 4.

2 Data and method

2.1 The ocean temperature/salinity network Argo

The GOHC and GSSL time series are evaluated using a weighted box averaging scheme from Argo data as described in von Schuckmann and Le Traon (2011). Heat content and sea level rise are integrated between 10 m depth and 1500 m depth. The depth of 1500 m has been chosen as the best compromise between maximizing the number of profiles and considering the deepest layer possible (number of profiles with data in the range of 1500–2000 m dramatically drops before the year 2009; e.g., Cabanes et al., 2013, their Fig. 7). Argo data have undergone a careful quality control that includes comparison of profiles from individual floats to optimal estimation of profiles using the entire Argo data set (e.g., Gillingard et al., 2009; von Schuckmann et al., 2009).

Profiles and platforms known to have problems (mainly with pressure sensors) are excluded from the data set. Every profile “on alert” (i.e., detected as dubious by the delayed mode procedure) has been checked visually, which allows excluding spurious data (e.g., data drift). This procedure minimizes systematic biases in the global Argo data set as discussed by Barker et al. (2011). Uncertainties represent one standard error, accounting for reduced degrees of freedom in the mapping and uncertainty in the reference climatology as described in von Schuckmann and Le Traon (2011).

We have also used monthly gridded fields of temperature and salinity properties of the upper 2000 m over the period 2005–2012 (D2CA1S2 re-analysis). These fields were obtained by optimal analysis of the large in situ data set provided by the Argo array and complementary measurements from drifting buoys, CTDs and moorings from the CORIOLIS data center (www.coriolis.eu.org). These data have undergone the same thorough quality control procedure as described above. In total,
the Argo measurements account for more than 95% of data used in the optimal analysis since 2005. More detailed information on this data product (and data access) can be found at http://www.ifremer.fr/lpo/so-argo/products/

2.2 The gravimeter GRACE

Variations in the mass component of sea level are computed using observations from the Gravity Recovery and Climate Experiment (GRACE). We use the most recent Release_05 data processed by the University of Texas Center for Space Research (Bettadpur, 2012), modified to correct deficiencies in the geocenter and \( C_{2,0} \) coefficient as described by Chambers and Schröter (2011). The average bottom pressure (in terms of equivalent sea level) over specific regions is computed for each month using the averaging kernel method (Swenson and Wahr, 2002). The quality of Argo coverage and the quality of altimetry product fall off rapidly poleward (Swenson and Wahr, 2002). The quality of Argo coverage is distributed with the GRACE products (Willis et al., 2008). GRACE measurements also require a correction for glacial isostatic adjustment (GIA) that is considerably larger than that used for altimetry. Although two very different corrections exist in the literature (derived from Peltier, 2009 and Paulson et al., 2007), both are based on the same ICE5G ice history (Peltier, 2004) and on similar mantle viscosity profiles. It has recently been discovered that the GRACE GIA correction proposed in Peltier (2009) was in error, as first suggested by Chambers et al. (2010). Peltier et al. (2012) (see also, Chambers et al., 2012) have confirmed there was a mistake in their code, so that now the two corrections are consistent. It is important to note, however, that a single value for a GRACE GIA correction cannot be used, as it is dependent on the averaging kernel utilized (Chambers et al., 2010) and is also likely uncertain at the ± 30% level due to considerable uncertainty in past ice loading histories over North America and Antarctica, as well as uncertainty in mantle viscosities. This uncertainty is equivalent to ± 0.3 mm year\(^{-1}\) of global ocean mass, and varies for regional scales (30° S–30° N: ± 0.4 mm year\(^{-1}\); 30° N–60° N: ± 0.6 mm year\(^{-1}\); 60° S–60° N: ± 0.3 mm year\(^{-1}\)). This uncertainty is included in the trend estimates of the presented study (by adding in as a root-sum-square, RSS), and the correction is based on convolving the Paulson et al. (2007) GIA model with the exact averaging kernel applied to the GRACE observation. We estimate monthly uncertainty from the diagonal covariance matrix, which we calculate using values distributed with the GRACE coefficients (Swenson and Wahr, 2002) and we also include error from land and ice sheets (leakage estimated from model simulation of Chambers, 2009). The standard error for a monthly mass estimate is 1.7 mm equivalent sea level for the average over 60° S–60° N, 4 mm for 30° S–60° S, 3 mm for 30° S–30° N, and 6 mm for 30° N–60° N.

2.3 The satellite altimeters

Sea level anomalies are computed from the delayed-mode AVISO gridded merged data product (SSALTO/DUACS, www.aviso.oceanobs.com), based on multiple satellite altimeters. GIA affects altimetry differently than it does GRACE, being related to the rate of change of the sea floor due to GIA, not the gravity response. It therefore has a much smaller size, and has been estimated to be 0.3 mm year\(^{-1}\) over the 60° S–60° N area (Peltier, 2004). The value does differ slightly for sub-regions, and has been calculated to be 0.2 mm year\(^{-1}\) for the 30° S–30° N area, 0.4 mm year\(^{-1}\) for the 30° N–60° N area, and 0.3 mm year\(^{-1}\) for 30° S–60° S, all based on the ICE5G-VM2 model provided by Peltier (2004). These trends are applied to each regional average (by adding), and are also assumed to have an uncertainty of 30%. The uncertainty on the trend estimated from altimetry is inflated by ± 0.4 mm year\(^{-1}\) for every region to account for uncertainty in the drift determination of the altimeter and important corrections like the water vapor radiometer (Ablain et al., 2009; Meyssignac and Cazenave, 2012), as well as the uncertainty in GIA correction.

2.4 The global sea level budget

Global sea level change \( \Delta L_{\text{TOTAL}} \) is related to global steric height time series \( \Delta L_{\text{STERIC}} \) and mass variability \( \Delta L_{\text{MASS}} \) through

\[
\Delta L_{\text{TOTAL}} = \Delta L_{\text{MASS}} + \Delta L_{\text{STERIC}} + \Delta L_{\text{RES}},
\]

where \( \Delta L \) represents sea level (e.g., Willis et al., 2008; Leuliette and Miller, 2009). The residual of the sea level budget \( \Delta L_{\text{RES}} \) includes deep-ocean steric changes below 1500 m depth (i.e., depth range deeper than what we consider in our analysis of Argo), plus any source of uncertainty in observations and/or data treatment. In this section, we present results averaged for the entire region extending from 60° S to 60° N, which we will, hereafter, refer to as the global ocean estimate.
We seek to estimate the residual, SL$_{RES}$, using three major global observing systems: SL$_{TOTAL}$ is computed from altimetry products (Sect. 2.3), SL$_{MASS}$ from satellite gravimetry (Sect. 2.2), and SL$_{STERIC}$ in the upper 1500 m from temperature and salinity observations from Argo (Sect. 2.1). Beside a signature of deep-ocean change, other information can be drawn from the intercomparison of these three global ocean observing systems. For instance, SL$_{RES}$ can also be produced by systematic observation biases, data processing uncertainties, sampling array issues, etc.

The error bar of SL$_{RES}$ is derived from the residual sum of squares of the errors of the three time series, assuming that they are independent. This is not exactly true, as the GIA corrections for altimetry and GRACE are derived from the same ice history (see Sects. 2.2 and 2.3), but the way the correction is applied is quite different. We account for this by increasing the trend error from the fit with the uncertainty in GIA as described in Sect. 2.2. Trends of SL$_{RES}$ are calculated using a weighted least square fit, taking into account the error bar of the time series as described in the appendix of von Schuckmann and Le Traon (2011). Unless otherwise stated, the error bars reflect one standard error and account for (i) the standard error in the fit, (ii) the GIA error from GRACE, and (iii) the drift error for altimetry.

3 Results

3.1 Global ocean heat content and steric sea level from Argo

The Argo-based time series of GOHC and GSSL increase from 2005 to 2012 with mean rates of 0.5 ± 0.1 W m$^{-2}$ and 0.5 ± 0.1 mm year$^{-1}$ (area of the world ocean between 60° S and 60° N, and the 10–1500 m depth layer, Fig. 1). The trend of Argo GOHC is unchanged from the 6-year period (2005–2010) estimated by von Schuckmann and Le Traon (2011) (0.5 ± 0.1 W m$^{-2}$). For GSSL, the 8-year trend is 30% smaller than the previously computed 6-year trend (0.75 ± 0.2 mm year$^{-1}$) of von Schuckmann and Le Traon (2011), however the two trends are consistent within their uncertainty. The difference between the 6 and 8-year trends in GSSL is likely due to the strong interannual signature of El Niño–Southern Oscillation (ENSO) variability in the tropical Pacific during the end of 2010 and beginning of 2011 (Fig. 1b) which is known to strongly affect trend estimates for periods less than about 15 years (e.g., Nerem et al., 1999).

A similar signature of ENSO is observed in global mean sea level from satellite altimetry. The sea level during the period of satellite observations (1993–2012) increased at an average rate of 3.2 ± 0.5 mm year$^{-1}$ (Meyssignac and Cazenave, 2012), but shows a slower rate during the Argo era from 2005 to 2010 of 2.0 ± 0.5 mm year$^{-1}$ (e.g., Hansen et al., 2011). Based on the existing correlation between global sea level and ENSO (Nerem et al., 2010), it has been suggested that the recent slower rate of sea level rise may in part be due to the strong La Niña event in 2010/2011. One characteristic of ENSO variability is its associated vertical redistribution of heat: warmer surface layers lose heat to the deep ocean during the El Niño (warm) phase, but gain heat during La Niña (cold) events (Roemmich and Gilson, 2011). Indeed, the 2010/2011 La Niña event does show up as negative anomaly in the GOHC time series (Fig. 1a).

Interestingly, the signature of ENSO appears to be stronger in the GSSL time series than in the heat content (e.g., La Nina in 2010/2011; Fig. 1b). ENSO events are associated with an anomalous storage of water on continents during La Niña, which is related to precipitation changes (Fasullo et al., 2013) and causes a large drop in the ocean mass (Llovel et al., 2011; Cazenave et al., 2012; Böning et al., 2012). Consequently, it has been found that the slower rate of sea level rise during the period 2005–2010 can only be reconciled with steric height variability computed from Argo data if salinity effects are included to ocean mass changes (Llovel et al., 2011). Recent updated time series of global mean sea level show that the 2005–2010 slowdown was only temporary and that global sea level has recovered a mean rise of 3.2 ± 0.5 mm year$^{-1}$ from the start of altimeter time series to mid-2013 (www.aviso.oceanobs.com/en/news/ocean-indicators/mean-sea-level/ and www.columbia.edu/~mhs119/SeaLevel/).
of the regional sea level budget has a significant negative trend of $-3 \pm 0.9$ mm year$^{-1}$ (Fig. 2c), which makes it the region of the largest residual trend. The SO shows a residual trend of $-0.7 \pm 0.9$ mm year$^{-1}$ (Fig. 2d). These results show that although the global sea level budget over 60° S–60° N can be closed within error bars for the years 2005–2010, there must be systematic errors in one or all of the three observing systems in the TO or NO sectors that cancel out in the global average. Counterbalancing deep-ocean contributions that would cancel out on the global picture could potentially create these large regional residuals. However, based on the observations of Purkey and Johnson (2010), we believe the residuals in individual sectors are too high to be explained by deep-ocean change. In addition, the residual in the Southern Ocean area is of the opposite sign of what Purkey and Johnson (2010) have observed (note that residual trend in the Southern Ocean is not statistically different than zero and may reflect interannual variability and sampling errors).

Thus, the attempt to close the sea level budget on smaller scales hints to unresolved systematic errors in one or more of the observing systems that are not obvious in the global integral, and that need to be considered before residuals are used to look for deep warming variations.

### 3.3 Argo sampling issues

Argo has significantly coarser resolution in both, time and space than the satellite systems (especially multi-satellite altimetry) and can therefore alias high-frequency regional signals and be more affected by mesoscale eddies. The inconsistency between Argo sampling and sampling from satellite-derived products (altimetry and gravimetry) could induce a systematic drift in SL$_{RES}$ as observed in Fig. 2. To test the sensitivity of GOIs to this sampling issue, we subsample altimeter data on position and time of Argo profiles. Global mean SL$_{TOTAL}$ is then recomputed following the procedure of von Schuckmann and Le Traon (2011). The residual trend derived using the subsampled altimeter data is referred to as [SL$_{RES}$_sub] hereinafter.

For the global ocean, the residual trend of [SL$_{RES}$_sub] changes sign, but the magnitude is still within the calculated standard error ($-0.6 \pm 0.6$ mm year$^{-1}$, Fig. 3a). We can therefore observe an effect of Argo sampling on global SL$_{RES}$, but it is small enough to remain within error bars.

Sampling errors in extra tropical areas (NO and SO) are large, but do not fully explain the biases observed in Fig. 1. In the SO, the residual trend actually increases ($-1.5 \pm 0.7$ mm year$^{-1}$) when using consistent sampling for altimetry and Argo (Fig. 3d). In the NO area, the negative residual trend in the NO sector remains significant even when correcting for sampling inconsistency ($-2.1 \pm 0.9$ mm year$^{-1}$, Fig. 3c). Nevertheless, our sampling tests, based on mapped altimetry, may still not adequately account for the true sampling of mesoscale eddies in the Kuroshio and Gulf Stream that would be seen in the Argo...
residuals amount to $-0.6 \pm 0.6 \text{ mm year}^{-1}$ for the global ocean, $0.2 \pm 0.7 \text{ mm year}^{-1}$ for the Tropical Ocean, $-2.1 \pm 0.9 \text{ mm year}^{-1}$ for the Northern Ocean, and $-1.5 \pm 0.7 \text{ mm year}^{-1}$ for the Southern Ocean. See text for more details on data, method and error estimation.

Further work using high-resolution, eddy-resolving models will be needed to test whether sampling of eddies is responsible for the residual in the NO. However, we note that the area covered by the NO is less than 10% of the total area of the global ocean, so this apparent regional systematic error or sampling problem does not significantly affect the global residual analysis, accounting for only 0.3 mm year$^{-1}$ of the apparent global residual drift.

The largest sensitivity of SL$_{\text{RES}}$ to Argo sampling is observed in the TO area. When using consistent sampling for altimetry and Argo, the significant positive bias observed for SL$_{\text{RES}}$ (Fig. 2b) is strongly reduced for [SL$_{\text{RES}}$]$_{\text{SUB}}$ (0.2 $\pm$ 0.7 mm year$^{-1}$, Fig. 3b). We can hence close the regional sea level budget for the TO area when correcting for inconsistent data sampling. But from which region is this sensitivity coming? Which areas of the TO are poorly sampled, leading to biased decadal to interannual sea level changes? In the next section we investigate the causes of such a sensitivity of sampling in the Tropical Ocean sector.

3.3.1 The importance of the tropical Asian archipelago for the global sea level budget

Argo floats are rarely placed in shelves and marginal seas, nor do they cover regions of seasonal and permanent ice cover. With our method for GSSL estimations (von Schuckmann and Le Traon, 2011) we exclude all data where the bathymetry is shallower than 1000 m depth, which in turn eliminates the impact of marginal seas in our analysis of GSSL. In addition to these marginal seas, other regions of the world ocean are particularly difficult to observe. In particular, difficulties can arise due to political (exclusive economic zones) and security (e.g. piracy) reasons. In these regions, Argo floats are usually less deployed than in other places creating “holes” in the observing system. A clear example of such a hole created by political and security tensions is the Tropical Asian Archipelago (TAA), which represents the largest marginal sea of the TO (see green line in Fig. 4b). We define the TAA area as marginal seas bordered by the Philippines and Moluccas Islands, New Guinea in the east, North Australia in the south, the Malayan Archipelago, Thailand and Vietnam in the west, and Vietnam and China in the north. This region is thus poorly sampled by Argo, and hence, excluded from our GSSL analysis. However, the total sea level estimated from altimetry generally includes this area. In the subsampled altimeter estimation used for Fig. 3b, we excluded this region and therefore reduced the discrepancy between altimetry and Argo sampling. This is one possible explanation for the systematic error in the Tropical Ocean sector.

The horizontal distribution of sea level rise (Fig. 4a) shows large trends in the TAA region as part of a large-scale pattern spanning the area from the western tropical Pacific to the eastern tropical Indian Ocean – areas of the global ocean which are well known to be characterized by large climate variability at timescales from several years to decades (Wang et al., 2012; Saji et al., 1999). Regional steric sea level as derived from the D2CA1S2 re-analysis (see Sect. 2.1) shows high SL$_{\text{STERIC}}$ trends in the western tropical Pacific, and in the eastern tropical Indian Ocean, but values close to zero in the TAA area (Fig. 4b). These values may be due to the excessive spatial interpolation as almost no hydrographic data have been included in the D2CA1S2 re-analysis for this area (see von Schuckmann et al., 2009, their Fig. 2), as well as the fact that a simple vertical integration and mapping strategy is used. However, this is more complex than it appears. Indeed, numerous studies have shown that the steric signal seen in shallow water (such as the TAA region) is not just the integral of the local density variations integrated over the height. Shelf area regions will “see” steric fluctuations in line with deep steric signals through dynamical adjustment as explained for example by Bingham and Hughes (2012). Hence the mapping method used here is insufficient to recover the steric signal in this shallow region. What can be learned from Fig. 4b, however, is that there is a strong deep steric signal surrounding the TAA region. This suggests that the “steric-induced” signal in the TAA region is also strong and cannot be ignored in the sea level budget.
Figure 4. Map of 7-year trends (2005–2011) of (a) total sea level from AVISO and (b) steric sea level (10–1500 m) based on the D2CA1S2 re-analysis (see Sect. 2.1). The green bold line in (b) marks the area of the Tropical Asian Archipelago (TAA) with poor hydrographic sampling. Note that land masks are given by the different analyses (from the AVISO gridded field analysis in panel (a), and from the in situ re-analysis in panel (b), which explains the slight difference in land masks in the two panels.

Now that we have documented the cause of the regional residual in the TAA region, we seek to understand the impact of this region on the global integral of sea level. We use gridded altimeter data as a proxy to compare global sea level with and without data from the TAA region. Namely, we define a box that is representative of the TAA area where hydrographic data coverage is low (green line in Fig. 4b). We then compare the global integral of $SL_{TOTAL}$ (Fig. 5, black dashed line) to the global integral where $SL_{TOTAL}$ data in the TAA area have been ignored (red line). This experiment demonstrates the effect of poor sampling in the area of interest. Decadal-scale trends from the global integral of $SL_{TOTAL}$ are clearly underestimated when no data are included in the TAA area. More precisely, global total sea level rise is underestimated by 20% during the years 2005–2011, and by 7% during the entire altimeter era 1993–2011 when no data in the TAA area are used, based on comparing trends (significant trend differences account for $0.5 \pm 0.2$ (2005–2011) and $0.2 \pm 0.05$ (1993–2011) within one standard error). Our findings show that the TAA area can have a large impact on the global integral, and hence, on climate change detection in the global ocean. Other very shallow parts of the World Ocean (depth less than 50 m) have little impact on global rates of mean sea level for the period 1993–2011 (not shown).

3.4 Can we indirectly infer deep-ocean changes via the global sea level budget?

One other possible explanation for observed biases of $SL_{RES}$ shown in Fig. 1 would be that we might miss important deep-ocean steric changes that we ignore in our analysis. In the SO, previous studies have presented rapid and dramatic deep-ocean changes, below the depth covered by the Argo array, which would arguably cause a residual trend (e.g., Purkey and Johnson, 2010). However, these deep-ocean changes would be associated with a positive residual trend (associated with deep-ocean warming and/or freshening).

We identify a significant trend of $[SL_{RES}]_{SUB}$ in the Southern Ocean (Fig. 3d), but this trend is negative. The negative trend is induced by a strong signature of SO interannual variability in sea level during the end of the time series (2009–2011, not shown). We note that two main mechanisms could explain these large anomalies: (i) anomalous convection events in mode and intermediate waters (e.g., Herraiz and Rintoul, 2011; Naveira-Garabato et al., 2009); or (ii) interannual variability in the ACC front position and associated subtropical gyre extent (e.g., Roemmich et al., 2007; Sallée et al., 2008; Sokolov and Rintoul, 2009). In addition, the year 2010–2011 was characterized by a large positive anomaly of the Southern Annular Mode, which is associated with a southward contraction and intensification of the Southern Hemisphere Subantarctic atmospheric jet (e.g., Thompson et al., 2011). A positive anomaly of this climate mode has been shown to be associated with a southward shift of ACC fronts, consistent with a positive heat content anomaly and sea level rise (Sallée et al., 2008; Sokolov and Rintoul, 2009).

The biases of $SL_{RES}$ and $[SL_{RES}]_{SUB}$ are large in the NO (Figs. 2c and 3c) and also show a negative sign. In addition, previous studies have shown that abyssal thermosteric
changes are much smaller in the North Pacific (Purkey and Johnson, 2010). Deep-ocean steric changes are therefore very unlikely to cause the observed negative residual trend in the NO. Studies in a smaller region of the North Pacific, however, find very good agreement in trends of ocean mass and steric-corrected altimetry (e.g., Chambers, 2011). The region in that study, however, was in an area with very large dynamical adjustments in ocean mass (trends of order 7 mm year$^{-1}$ over 7 years) and away from the large mesoscale variability of the western boundary currents. Moreover, although the steric-corrected altimetry time series agreed with that of mass within the uncertainty, this was 3 mm year$^{-1}$ (95% confidence), which is of the same order as the apparent systematic drift using the larger averaging area. Thus, that study would not have been able to detect this level of error in the closure of the sea level budget.

Unfortunately, we can only conclude from these experiments that uncertainties in the observing systems are too large to allow detection of deep-ocean temperature and salinity changes below 2000 m depth via the regional and global sea level budget.

4 Discussion

If we are to detect rapid climate change from GOIs using the current global observation network, it is vital to analyze and quantify uncertainties, especially systematic or correlated errors. The objective of our study was to quantify the consistency of near-global and regional integrals of ocean heat content and steric sea level (from in situ temperature and salinity data), total sea level (from satellite altimeter data) and ocean mass (from satellite gravimetry data) from an Argo perspective.

We showed that the three observing systems are consistent at global scales. Indeed, globally averaged systematic observation biases, sampling array issues and steric changes below 1500 m depth together are smaller than the error of SL$_{\text{RES}}$. At regional scale, however, we have identified a systematic bias in some parts of the Tropical Ocean, in particular the TAA region. We also found that uncertainties in the observing systems are still too large to indirectly derive deep-ocean steric changes below 1500 m depth via the global sea level budget. Although the global residual budget closes within the uncertainty, this appears to be partly due to cancelation of large systematic errors. It is important to understand and correct these errors before using the analysis to detect deep warming signals.

The trends in the TAA area are sufficiently large so that ignoring this region significantly affects the Tropical Ocean steric sea level time series from Argo. The area covered by the Tropical Ocean is about 60% of the total area of the global ocean and the regional sampling issue has an important effect on the global residual analysis. This means that the TAA area is important to closing the global sea level budget on interannual to decadal timescales, which turns out to be to an important issue for climate change detection in the global ocean. In addition, we find that interannual trends can be off by as much as 20% when no data are available in the TAA area, with this error likely reduced over longer time windows.

Deep-ocean steric changes are large in the SO sector (e.g., Böning et al., 2008; Leuliette and Miller, 2009; Sutton and Roemmich, 2011). Consistently, about half of the hemispheric total sea level rise has been found to be steric over decadal scale, with this proportion increasing southwards (Sutton and Roemmich, 2011). However, our results confirm that uncertainties in the current observing network are still too large to allow detection of deep-ocean change (deeper than 1500 m depth) from a global sea level budget.

Although we do not observe a significant trend in our analysis of the residual of the global sea level budget over this short period, the results will change with longer periods. If systematic errors can be fully resolved (or continue to cancel) and standard errors in the current observation networks stay constant, after 15 years we could detect a deep steric trend greater than 0.4 mm year$^{-1}$ at the 90% confidence level. With increasing numbers of Argo floats in the SO, and assuming continued altimetry and gravimetry, we may hope to be able to detect subtle and climatically important deep-ocean changes in the future.

However we must stress that even very good sampling in the first 2000 m of the ocean will never replace the need for accurate deep-ocean temperature measurements to detect subtle change and possible acceleration. This emphasizes once more the importance of deep measurements, such as from ship casts and deep Argo probes. Note that the ship casts are vital for deep Argo to work, since one cannot calibrate Argo probes with confidence without deep shipboard measurements that are carefully calibrated using IAPSO Standard Seawater and precise thermometers. Moreover, deep observations are important for estimating circulation or ventilation changes (e.g., Kouketsu et al., 2011; Purkey and Johnson, 2013).

The estimation of Argo GOIs, their related short-term trends, and the calculation of the global sea level budget in this study aims to increase the quality and confidence on global climate indicators from in situ observations. This study will contribute to preparing Argo for future monitoring of long-term climate trends of high accuracy, much needed for monitoring of the state and changes of the ocean’s component of our earth’s climate system.
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